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Quick and brief answers to Matt's questions

Uncertainty propagation protocol/workflow
Gaussian error propagation - as ususal

Common Pb correction methods
204-based with Hg-correction

Method of inter-element and inter-isotope fractionation correction
fractionation and drift correction by lin., log, polynom regressions

Weighted mean/linear regression support
ROM, MOR, Median and T-zero intercept

Rejection criteria
2 s.d. and iterative Grubbs test (preferred) and 2sd

Handling/storage of reference values for normalization
User-edited table is loaded promptly with the preferred values & methods

Key differences from other available packages
2



Workflow

1) Universal input (opens any kind of tables)
2) Sequential processing of standards and samples:

fractionation factors fractionation
file name type measured for the different corrected isotope
iIsotope ratios isotope ratios ratios, ages, etc.
fileO1 std GJ1 |standard
file02 std GJ1 |standard
file03 gwerty sample
fileO4asdfgh sample
fileO5 std GJ1 |standard
file06 std GJ1 |standard
STEP 1 Creation of the empty master file with manual or automatic recognition of standards
STEP 2 Sequential processing of standards
STEP 3 Drift and fractionation correction (using the nomional values of standards)
STEP 4 Sequential procesing of samples
calculated and calculation of corrected isotope ratios, ages and variable statistical parameters

3) Export for Isoplot or for database (user defined table format)



Major features

standalone, no plug-ins required

Windows based, but works on MAC and Linux

real time: NO, the program assumes equal time between laser shots
universal input, any kind of table can be opened

pre-defined 'laser on' detection and signal selection criteria,

batch processing, re-processing of sequences by one click

instrumental Hg-emission correction,

common Pb correction (204),

iterative outlier test, insensitive to spikes

Individual scan rejection by user: NO, subjective data handling excluded
stores of standard values,

4 averaging methods, incl. T-zero intercept,

drift correction by linear, log, polynom. regressions,

plotting of residuals of standard measurements,

all details of processing are archived,

user-designed export table format,

logging: generates automatically for each sequence a 'Data Reduction Synopsis'
all equations are explained in the Help



The universal import filter allows to open any kind of ordered, tabular data file

m Customize Import --- Default File: Uran05-defaults. def

The import filter should be customized according to the format of the data files of the user

Open example data file ‘

Show file structure ‘

Structure of the data files

T Format and list of analytes

UranOS opens text files with extensions of CSY. TXT and ¥L. The data should be separated by comma or TAB.

Data must be ordered in a closed table, where the lines are the time slices and columns contain the cps values of the isotopes
and time, etc. One line must contain the name of isotopes. The file may contain lines with other content; these will not be

considered. The sequence of the isotopes is irrelevant.

Extension:

Fumber of line that
containg the name of
isotopes:

Murmber of the line
that contains the first
time slice (cps or
counts data):

Mumber of the column
that contains the first
isotope:

Mumber of the column
that contains the fime

[f no tiene! colurmn
exists then type: 0

Redgistered extensions

Uzer defined extensions * (3 characters; do no uze dot, but conzider case, for example; exp =/= EXP.
Do not delete the examples in the records, Uran05S needs zome texst there.)

ICP
' o an example:
[comma [TAB R y
defimited] | delimited] Name of isotopes (2nd line)

First isotope (3rd column)

Sample: from the boss
Code Time

208FPh 23gU
[m sec] [cps] [zps]
conditions: Monday morning & rai
other comments
miyl8all o] 700 GEISY
myl5al 403 GO0 70172
2
- miyl8all £03 1100 [letatatay
miyl8all 643 400 61030
First time slice
(6th line)

* donotuse as extension: SET MST DEF BLK DMWE 5Tk STC DAT. becaused these

are reservsed for non-data files

| do not uze special estensions, at browsing show only the ligt of the registered

data file [C5%. TAT and =L]

i | uze special extenzions, show all files at browsing

WARNING ! Later
modification of these
parameters will not
allow to open the
formerly used data
files. The modified
'Uran0S-defaults_def
file may not open
promptly the
example file at the
start of the program.

If you use more ICP
devices exporting
files with different
formats, but with the
same extension,
then keep the
different data files
separately in
different directories
and create for these
directories different
default files.

Cancel

Apply

ave Defaults




The major window shows the time resolved data and ratios & some of the the calculated values

Il UranDS --- Master file: 3.mst

Export  Defaults  Help

BLE comected cps  £c#| File: | 0475GM HY.cov Integration of time slices: IE E uit | Backtofileselectionl Defaults |
w| U238 324,249 237 Defaults:
[w| fisas s Py " Lin " Log
[v| 232Th 81,993 » 17 il Rough CPS Signal OM: B1 Time slices: 302
[v| 206Pb 29661 » 137 B — Selected: 101
v| 207Pb 1770 22| qomM4 | Blank: 44
v 7
v
v
v

204Pb 52 g M7 ™ Apply pre-defined
202Hg 16 7| 100k~ - zelection
Zi 55149816 /@7 |

U0l [ Apply prompt 1|

'IEIDEI—, | Blank [second):
100+ ¢ — 1.¥ - 9B
i | Signal ON:

Selection [zecond):

195}/ 37.9
Izatope ratios
Common B,
v Ho=> 204Pb - 204Pb based [ Dukllers ==
correction carrection - Test based o
L L
— Selection Fefinerment Iterative
+ | 5 I“/o vl Bzzz | test
Festore
ITera-W'asserburg vl rejectian
FitS -
Rejected:
[~ Accept prompt ;I;E[; ;1
Scatter of data points Zoam " Show Lin. Rear. Process all - ; :
o T Method | Ratio + 1ise(%] | Mean/Tzeo| Ex-P. En. | Skewness | Age * 25 [%] | 4Pb Con. Age stordand sequential processing of sample files
| R v 206Pb/238U |Tzero 00321 +£1 112 1.9« 0.3 FE1.8+54 35T +54 <Dpen
L v Z07Fb/2350 # | Tzero 0679 +1.4 1.12 06« 0.4 7241+52  G4EE+5E Process 4l | previous | Upen Open nest >
g b v Z08Fb/232Th | Tzemo 00071 £83 1.22 1.8« 07 BO2Y+£178 1336173 zample ——
R o + W 232Th/ 238l Teemn |022 1.4 117 32w 08 Save and open Saveina Save and
| 207Pb/206Pb |&MoR | 0.0599 £1.3 0.99 11x 0g 1292+7.9 | 581:197 suad rEmark previous newline | pen next
Fb208[LR]/Pb20| Fokd 0+0 i % —
V| Po2BBILA)/PL20) Fiola Discordance [%] Useless data, reject it and next I
v 206/238 206/238 Duplicate file | Tabls
206Pb/208Pb |MEDoR O 20 207/295 SU7/206 Al file; MNo. of actual file; D —
Jos23s0 Tzera 0 =0 I 2 I 78 Print defaultsl 7 22 [processed) Conection
2074238 2380 ,/2361 Rokda |0 00 Standard files: 17 [ALL DOME) plot
[1 jl _Uncor. | 2| [ — — — — B come| | Samplefies 20 (13done) | Copy |
data / point k k

comments, warnings and explanations status indicator (red: standard, green: sample)



A part of the defaults (in this page the user can set the pre-defined signal selection criteria and the mode of outlier test)

m Defaults for the U/Ph data reduction --- Default File: UranO5S-defaults. def

Dizplay, integration ‘

Pre-defined selection

Dimension

+ Time slice " Second
Blank. Ffrom: | 5O until: |-|g[| time slice
Selection
" Absolute

{+ Relative to the beginning of signal

Start: | 95 time slice

after the "Signal OMN'

Length: [ 950 time glice

Criterion for automatic
detection of signal start

Analyte: (2380 -
First time exceeds: AQ000 cps

for the continuous intersal of 5 tirne: glices.
Signal start zearch only after time slice: B0

Selection, outher test

Calculation of ratiog ‘

Conections Standards

Selection refinement

[v Show gelection refinement

testrangeof £+ [5 [«

testing according bo: parameter optimized:
|Tera-"v\-"asser|:uurgﬂ |HMS j

[ Accept prompt the optimized selection

Qutlier test for coarse spikes
of cps data

Reject the minimurm and maximum blank cpz
values in each analytes

r Reject the minimumm and maxirnum cps values
from the selected zignal section

This rejection modifies the average
cps wvalues and it has no effect an the
isatope ratios.

Outlier test of isotope ratios

Qutlier test based on:

# |v 206Pb /233U
& [ 207Pb ./ 235U
# [ 208Pb/232Th
& [ 238U/ 232Th
# |v 207Fb / 206Pb

One-step outher test
uzing standard deviation

Reject if deviation » z.d.

- lterative procedure uzing
the Grubbs test ﬂ

P 28% o BX%

b axirm number of
iterations [rejections):

W % of the time
zglices zelected

[v Reject suspicious outliers promptly

WARNING | Perform setting the default parameters before the creation of a master file and before the start of the sequential
processing. Avoid any modification of the defaults during sequential processing. becasue in this case the data in the table will not

correspond to the head of the table.

Comments to this default file: Basic settings: 3.Jan 2013

Apply Cancel




A part of the defaults (in this page the user can set e.g. the averaging methods for the different isotope ratios)

m Defaults for the U/Ph data reduction --- Default File: UranO5S-defaults. def

Dizplay, integration ‘ Selection, outler kest iCalculation of ratios Conections Standards

i ios- laces:
Limit of detection calculated Calculation methods of the analyte ratios: P

@ il the average BLK © withut BLK [LeD = 3x s.d) R L ¢ [
207PE /2350 " Roka o AbMoR O MEDoR o Tzem |4 «
208Pb £ 232Th 7 RoMa ¢ AMoR ¢ MEDoR @+ Tzero [4 «

U cps re-calculation 232Th /2380 ¢ RoMa ¢ AMoR  ( MEDoR & Tzero [3 w

f* i |zoh i f lculati
Mo recalculation of U cps values Dsfnt P?rf?n {:S:ﬁguljr[cbaama oy J07Pb / 206Pb ¢~ RoMa & AMoR ¢ MEDoR  (~ Tzero IG

ﬂ " 238U cpz calculated from 2380 detected L izatope U lected I
ser selected analyte ratios

= 238U cps calculated from 2350 238U/ 2350 | 3709
U [Fezosi ] S [PE20EL ] | & RoMa " AMoR ¢ MEDoR (" Teero [3 o
| =] /] >| | ¢ RoMa " AMoR & MEDaR (" Tzem [3
207235 calculation in sequential processing mode |2|;|5p|:, ﬂ / |2|;|gp|:. ﬂ " RoMa " AMcR @ MEDoR  Tzero [0 -
g (N - 2380 - " Roka  AMoR O MEDoR ¢ Tzem -

o o S 20T o coned e 0 /B | e Can ¢ e £ B

91| s valiss an ratioz |238L| j |235L| ﬂ + Raoka AkdoR MEDoR Tzero |1

|ntercept calculated at

{5 Tzero = start laser 1: Roka: Ratio of Mean cpz [all data) ﬂ

Error of Tzero given as _
{* Parallel intercept (™ Confidence interyal 0 Teero=| 3  time
glices after start lazer 3 MEDaR: Median of Ratioz [all data)

2 AMaR: Anthmetic Mean of Batios [with rejection)

(" Tzero = start gelection

4: Tzemo intercept by lin. regr. [with rejection)

Selection giude for
averaging methods

WARNING | Perform setting the default parameters before the creation of a master file and before the start of the sequential
processing. Avoid any modification of the defaults during sequential processing. becasue in this case the data in the table will not
correspond to the head of the table.

Comments to this default file; |E3sic settings; 3Jan 2013 Save Defauls Apply Cancel




Correction of drift and fractionation of standard measurements

standards are normed to the nominal values (squares),

circles represent the interpolated fractionation factor for the samples

interpretation can be done by linear, log and poly regressions
(in this example 2nd order polynomial)

the white field represent 2% deviation from the nominal age

ml:ullection of drift and fractionation of standard measurements [the interpolated correction factors will be used for the sampleg)

[ 206/236 | 207,235 | 207206
A4 difference [%] 1.1 2 356
A4 discordance [%] 2.4 4
M5WD 07 07 il

the spread of the standard ages
is plotted on residual (target) plots
(AA: average absolute difference)

Dreviation from the nominal ages of the stangards [3]
2074235

]
2 oad

—
=
oo o

206/233

Save values into the
mazter file [it iz not
poszible to modify
later])

2l

All data: Fractionation factor [FF] [measured ratio / nominal ratio of standard] Status of master file: interpolation unsaved
252 206Pb/238U
MNurber of 0.90 .
STDs: o =
b2 033 =
Rejected: o =
1
.
088
[55]
o standard 0.87 = R = m =
1 rejected
standard e =
* negative =
interpol. 0.85 o
O values for =
zamplez
0.844 o =]
=
& =
0834 =
=
0.82 =
T T T
a 100 200
_ _ ey N Interpolation
Linar a b (S = d  Fesd [%] Show used & Phae/UzaE  done by poly 2 rejected: 1
08442 000012 0.3 0.01348 128 v e done be ool 3 reiected: 1
Restore rejected data | rear € Ph207/J235 one by poly re!ecle -
Log. - P & Pb208/Th232 done by paly 2 rejected: 1
[ Show enor bars [15) EL]E  Pb207/Pb206  done by poly 2 rejected: 1
2ord. 00273 116 [ @ @ 2B bk
; = 235U blank
[ Horiz. scale zoomed _ . Zod. r C
Polynomial 4 ord = 232Th blank
¥ Vet scale zoomed regresion - md- r - = 206Pb blank
o o ® € 207Pb blank
I~ Scale anly to uniejectad data IB YI r fo  209Pb Hlank
= 204 blank
r [ ™ Hg blark
The uncertainty of the interpolated € Hag/ 204 in blank
value for the samples iz given as: € Ha signal / blank
= Frediction interval ﬂ
[ | 0 | af the interpolated walue shaw average cps I j'

(1) Click an analyte ratio or a blank

to plot the drift, [2] Select
interpolation method, reject standard

! Da nat save, back to sequential
f necessary, (3] Press ‘boccept’ .

proceszing




Proposal for discussion I.

1) Laser induced Hg emission
UV light generates photo-ionisation of the deposited Hg from the chamber wall.

Ablation of Hg-free phases can monitor the instrumental Hg emission. It should
be included routinely in the sequence if the instrument has remarkable Hg signal.

2) Reliability indicator for low counts

Presenting millivolt or cps as an indication of the goodness of low signals (e.g.
207) are instrument and setting specific.

Some kind of universal signal height indicator is necessary. We suggest to use
the LoD or the modified LoD (with or without consideration of the level of the
blank).

3) Presence of zero counts in the data

At the selection of the averaging method the user should consider that there are
zeros in the time slices or not. If zeros are present in the selected time slices then
the AMoR (arithmetic mean or ratios) can not be used. That is why UranOS
warns automatically when zeros appaer in the signal.



Proposal for discussion 1.

4) Degree of the down-hole fractionation

In order to express the down-hole fractionation we recomment to use the ratio
of 'mean / T-zero' because this calculation considers all data, while the ratio of
first half / second half' is based only on subsamples.

5) Using more standards, especially for provenance studies

This procedure would represent the mineralogical variation of dated grains better
and would give a more reliable uncertainty estimation.



Proposal for discussion Il1.

6) Grouping standards in the sequence

If the standards are not analysed individually in the sequence, but rather grouped then
the 'short-wave' fluctuation (generated by counting statistics, heterogeneity, geometry
problems, temperature oscillation of the instrument and several other factors) can be
averaged and the real 'long-wave' trend can be monitored better.

In these schematic examples the ratio of
a) SSSuuuSuuusSuuuS Standard and unknows are the same,
b) SSSuuUUUUSSUUUUUUSS but the grouping would express the

actual trend in a more robust way.
c) SSSuuuuuUUUUUSSSUUUUUUUUUSSS

Fractionation factor [FF] [measured ratio / nominal ratio of standard] Status of master file: interpolation unsaved
207Pb/s235U

1109 ++ + '
5
R S R
A real example for a 'long- 1074 + | + | +T J-+
wave' trend monitored by 1 Jq. i

ternary standards groups. . |+ + +

I T T T T T T T T T T
0 100




Proposal for discussion Il1.

7) Propagation of the uncertainty of drift & fractionation

correction by the prediction interval.

Error propagation from drift + fractionation correction:
- two philosophies:
(a) considering the nearest sub population of the standards

(b) considering all standards and assuming a model for regression

We prefer option (b) and in this case the prediction interval is a reliable
estimation for the propagated error; the standard error underestimates it.

Y \2
erFFe/szta*S*\/l+l+ (X=X)

n > (x—X)?




The mode of data reduction used for a session is logged automaticaly and can be printed/archived

khddrr kbbb dwhw Ur:‘l.]".C'S :E:ﬂ. REd'JC:-i‘:‘T'. S-":IGPE-_E khddwr bbb bddw o hb
LR R R R R R R R R ::a:l:s -'.'-E:Sicl'. 2_:|:|

of ICP measuremsnts: 03,/07/72007

er file created: 1 Mar. 2013 Printed: 4 Mar.
a2r file: C:\Uranli-Defaults'seguantizl-sxample-
Default file: UranlS-defaultcs.def last update: 03/
No. of files: 252 HNo. of std. files: &2
Ho. of time slices: EOQ Ho. of analytes: 8

Hgz02 TPb204 Fb20e Fb207 PoZ08 Thi3Zz U235 U238

Integration of scans: HO

Criterion for automatic signal start detection: 2387 thresh
PFre-defined selection: from 420 time slices after 'Signal ON
Beject minimum and maximum blank cps values in =ach analytes:
Beject minimum and maximum cps wvaluss from the selected signal
Limit of detection caleculated as: blank + 3 sd

U isotopes: both measured.

—————————————————— Analyte ratiocs ------————-—-——--—-

5]

2/2380 ratioc calculated by Tzero (Intercept of lin. regressicon
b/Z350 ratic calculated by Tzerc {Intercept of lin. regression
b/Z08Pb ratic calculated by BMoR (= Arithmetic Mean of Ratios)
Po/232Th ratic calculated by RoMa (= Ratic of Mean)

Cutlier test of analyte ratics based on: 20&8/238 Z07/20%

Preferred outlier test: Iteratiwve Grubbs test of the most extreme data

R

When applied, then 204Fk-bassed corrsection is using the Stacev-Hramers Fb
isotope raticos according to the uncorrected 206/238 age.

—————————————————— Drift and fracticomation correction —---———-——--—--————-
standard.

standard.
standard.

corraction by linear -- rejected:
corraection by poly €4 -— rejescted:
corraction | logar. -- rejected:
207y corraction by linear -- rejected: 1 standard.

Dropagated uncertainty of drift and fractionation correction: Prediction

o

[ L L L ]
o B3 on

[ S O g ]

interval (ca. 1 sd}.
—————————————————— Uncertainties given as —————-—--—-——————--——

Uncertainties of cps wvalues, isctope ratios and fractionation factor are given
as lm relatiwve standard error [%].

Uncercainty of the blank cps is giwven as lx standard deviation [cps].
Uncercaintises of the calculated ages are given as 2 rse [%].




